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Using laser-generated shock waves, we have measured pressure, density and temperature of LiH on
the principal Hugoniot between 260 and 1100 GPa (2.6-11 Mbar) and on a second-shock Hugoniot up
to 1400 GPa to near 5-fold compression, extending the maximum pressure reached in non-nuclear
experiments by a factor of two. We observe the onset of metal-like reflectivity consistent with
temperature-induced ionization of the Li 2s electron, and no sign of additional changes in ionization
up to the maximum pressure. Our measurements are in good agreement with gas gun, Z-machine and
underground test data and are accurately described by quantum molecular dynamics simulations.
The results confirm the validity of equation of state models built on an average-atom description of
the electron-thermal contribution to the free energy and a density-dependent Grüneisen parameter
to describe shock response of LiH over this pressure range.

I. INTRODUCTION

Lithium hydride has received a lot of attention in the
literature because of its potential for use in nuclear reac-
tors [1] and as a hydrogen storage material [2]. An accu-
rate description of the properties of this compound also
serves as a benchmark for theoretical models due to its
simple electronic structure and the influence of zero-point
motion on its high-pressure equation of state (EOS) [3].
For example, the conditions for an expected structural
and electronic transformation in the solid phase di↵er
widely depending on the electron correlation model cho-
sen by various density functional theory (DFT) simula-
tions [4]. Models for the equation of state in the plasma
phase also di↵er depending on their treatment of the elec-
tron, ion and thermal contributions to the free energy,
and there are very few experiments constraining these
models above a few hundred gigapascals. As a result,
recent work on EOS models for various materials have
utilized a variety of ab initio simulation methods [5–8].
LiH is particularly challenging for high temperature EOS
modeling due to its relatively low ratio of electrons to
ions. For higher-Z materials, the electron-thermal free
energy term typically represents the largest contribution
to the EOS in the plasma and warm dense phases due
to the large number of electrons compared to ions. In
lower-Z materials, the ionic contribution to the EOS is of
higher relative significance. Recent studies of carbon [5],
for example, have revealed that typical models [9] for the
ion thermal contribution to the EOS fail to model free
energies computed via quantum molecular dynamics sim-
ulations. This study was performed to extend the range
of LiH experimental data into the TPa pressure regime,
both to inform ab inito calculations and to directly refine
the EOS free-energy models.

epoxy	

CH	 Au	 quartz	

LiH	

mineral	
oil	

stainless	steel	

laser		
drive	

laser		
drive	

CH	

Au	
diamond	

quartz	

steel	

LiH	
sapphire	

ruby	

a)	 b)	

FIG. 1. Experimental configurations: a) single-crystal 6LiH
encapsulated in dry mineral oil and sealed with epoxy be-
tween quartz windows and b) single-crystal 6LiH compressed
to a few kbar between diamond and sapphire anvils in a pres-
sure cell, together with a quartz standard and ruby pressure
calibrant. Both configurations use an Au preheat shield and
CH ablator.

II. METHODS

The experimental setup is shown in Figure 1. All ex-
periments were performed at the Omega laser facility at
the Laboratory for Laser Energetics in Rochester, NY.
6LiH material was acquired from the Y12 National Se-
curity Complex, and all samples used in this study were
freshly cleaved from the same large single crystal. We
used two di↵erent target designs. For the majority of
the shots, LiH crystals were sandwiched between win-
dows of quartz (Fig. 1a), which served as an impedance-
matching standard. LiH is hygroscopic so all samples
were prepared under high-purity argon gas in an inert
atmosphere glovebox (<1 ppm O2). To protect the LiH
crystals from reaction after removal from the glovebox,
all targets were encapsulated around the perimeter with
a continuous layer of epoxy. LiH also reacts chemically
with the dangling hydroxyl groups present in epoxy, so
the 6LiH sample was surrounded with a thin layer of dry
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mineral oil. As a result, there were micron-scale layers of
mineral oil at the interfaces between the LiH sample and
the quartz windows. The ablator consisted of 10-30 µm
of CH plastic. A 2-5 µm deposited layer of gold between
the ablator and quartz standard absorbed x-rays created
during CH ablation, preventing LiH preheating.

For the second target type (Fig. 1b), sample expo-
sure to atmosphere was avoided (and gaps at interfaces
eliminated) by compressing a layer of single crystal LiH
to a few kbar between a 200 or 350 µm flat diamond
anvil and a 5 mm sapphire anvil in a Merrill-Bassett-
type anvil cell [10]. The thickness of the diamond anvil
(necessary in order to exert pressure without cracking),
limited the LiH shock pressure since the shock wave de-
cayed as it passed through the diamond before entering
the LiH. A stainless steel gasket with a 1-mm-diameter
hole contained the sample laterally. Upon compression,
the hole shrank to 0.6 mm. A 300 x 300 x 30 µm square
of quartz a�xed to the diamond anvil with a micron-
scale layer of vacuum grease and in contact with the LiH
sample served as the equation-of-state standard. A 2
µm Au preheat shield and a 15 µm CH ablator were de-
posited on the outside of the diamond anvil. The initial
pressure (<1 GPa) in the sample chamber prior the shot
was determined from the pressure-induced energy shift of
fluorescence from micron-scale ruby crystals placed near
the quartz crystal [11]. The e↵ect of the exerted pressure
on the initial density of the quartz and LiH crystals was
determined from the pressure-density equations of state
from [12] and [13]. The increase in initial LiH density as
a result of precompression was less than 3% for all shots.

The target was driven with up to 12 beams of the
Omega laser, with top-hat pulse shapes 1-1.6 ns in length,
energies of 400-500 J/beam and a spot size of 800 µm at
full-width half maximum, formed using distributed phase
plates. The intensity on target ranged from 5x1013 to
5x1014 W/cm2. Shock velocities in the quartz reference
windows and in LiH were tracked using a VISAR (Veloc-
ity Interferometer System for Any Reflector) diagnostic
[14, 15]. The velocity sensitivities of the interferome-
ters were chosen to minimize measurement uncertainty
over the range of drive pressures and varied between 2.73
km/s/fringe and 16.1 km/s/fringe. Thermal emission
was detected using a Streaked Optical Pyrometer (SOP)
diagnostic [16]. In a subset of the shots, the shock trans-
mitted from the LiH into the second quartz window was
also recorded, yielding data corresponding to a reshock
from the higher-impedance quartz back into the lower-
impedance LiH. Examples of the raw data and the veloc-
ity and temperature analysis for the two target types are
shown in Figure 2.

III. LIH CHARACTERIZATION

LiH is su�ciently lightweight that the Li and H iso-
topics have a marked e↵ect on the initial density. The
elemental composition of LiH crystals was characterized
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FIG. 2. Sample VISAR data with analyzed shock velocity
and SOP data with analyzed temperature in a) the first target
type in which LiH was encased in mineral oil and sandwiched
between quartz plates (shot 72663) and b) the second target
type in which LiH was contained in a piston-cylinder pressure
cell (shot 66034).

by a combination of Rutherford backscattering spectrom-
etry (RBS) and elastic recoil detection analysis (ERDA)
with a 3 MeV 4He beam, and with Raman spectroscopy.
Both RBS and ERDA are nondestructive methods based
on high-energy ion scattering, providing depth-resolved
information about the elemental composition of near-
surface layers [17, 18]. Depth profiles for Li were mea-
sured with RBS with the He ion beam incident normal
to the sample surface and backscattered into a glancing-
angle detector located at 103� from the incident beam
direction. Analysis of RBS and ERDA spectra was done
with the RUMP code [19].

The RBS spectrum from a representative crystal is
shown in Figure 3. Surface peaks of the elements de-
tected are shown by arrows. A peak present at particular
scattering energy indicates the presence of an element of
a particular mass. Figure 3 shows that the bulk of the
crystal is composed of 6Li isotope, with an upper bound
for the 7Li/6Li atomic fraction of 5 at.%. No counts
were measured at scattering energies above 1.76 MeV,
indicating that concentrations of impurities heavier than
oxygen are negligible. Oxygen and carbon peaks do not
extend to lower energies, which is consistent with the
presence of a thin corrosion layer on the LiH crystal sur-
face. The total C and O areal densities are ⇠1016 and
⇠1017 at/cm2, respectively, corresponding to a ⇠30-nm-
thick LiOH surface corrosion layer with negligible C. This
surface layer is not unexpected, given the high reactivity
of LiH [14]. However, such a thin surface layer will have
a negligible e↵ect on our experimental results. The lack
of any detectable O and C contamination in the crystal
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FIG. 3. Rutherford backscattering spectrum from a repre-
sentative LiH sample, revealing that the sample contains 6Li
with trace C and O surface contamination of ⇠1016 and ⇠1017

at/cm2, respectively. The 7Li/6Li atomic fraction is below 5
at.%. Surface peaks of the elements detected are indicated by
arrows.

bulk gives confidence that our sample is a full-density
single crystal, without porosity.

Depth profiles of H were measured with ERDA with
the sample normal direction tilted to 70� with respect to
the incident beam direction, and hydrogen atoms recoiled
at 150� were measured with a surface barrier detector
covered with a 10-µm-thick carbon foil. Results of the
ERDA analysis indicate a negligible deuterium content
in the LiH crystals, with H/D ratios <0.1%.

We use vibrational spectroscopy to further confirm the
bulk purity and the H species. Li-D vibrational modes
have significantly lower frequency than the correspond-
ing Li-H vibrations [20]. A Raman spectroscopy mea-
surement of a representative LiH samples is shown in
Figure 4. Vertical lines show the ideal second-order Ra-
man peak positions for LiH and LiD (Li isotopic species
has a very minor e↵ect on the peak positions [21]), and
clearly identify our bulk crystal as pure LiH. We also
see no evidence for LiOH [22], Li2O [23], LiOH*H2O [24]
or Li2CO3 [25], which are the reaction products known
to form when LiH is exposed to moisture [20] and all
of which have strong Raman features compared to the
weak, second-order scattering from LiH. These two mea-
surements confirm the bulk isotopic content and purity of
the sample, identifying it as uncontaminated, nonporous
single crystal 6LiH with a maximum of 5 at% 7Li. Taking
into account the uncertainty in 7Li content, we assume
an initial density of 0.687(±0.003) g/cm3.

The index of refraction of LiH and quartz have an e↵ect
on the measured in situ shock velocity (D) (Dactual =
Dmeasured/n). The index of LiH at the VISAR wave-
length of 532 nm is 2.009(±0.005), from [26]. This value

FIG. 4. Raman spectroscopic measurement of 2nd-order
modes in the LiH sample used for this study. The ideal peak
positions shown in black are from 6LiH, at 10 Kelvin (with
the addition of one low-wavenumber peak which appears at
higher temperature). Ideal peak positions for 7LiD are shown
with the short green line (6LiD peak positions are not known,
but Li isotope species has a very minor e↵ect on peak position
[21].)

was tested for our crystal using the Brewster’s angle
method and found to be consistent to ⇠1%. The method
used in the previous study, refraction by prisms cut from
single crystals [27], was unsuitable for our targets, but is
intrinsically more accurate because it is less sensitive to
surface hydrolysis, so we use the literature value. The in-
dex of quartz at the visar wavelength is 1.54687 [28] and
its density dependence is derived from [29], as described
in appendix A of [33]. No studies have constrained the
variation in LiH index as a function of increasing den-
sity. The variation is often expressed by the density
derivative of the Lorentz-Lorenz relation, as shown in
[29]: @n/@⇢ = [(n2 � 1)(n2 + 2)/6n⇢](1 � ⇤0), requiring
some constraint on the strain polarizability parameter
⇤0, which is also unknown in the LiH literature. An
alternative method for calculating this trend based on
changes in density and electronic band gap is described
in [30]. The n(⇢) relation is derived from on an ap-
proximation to the expression for the dielectric function
which is appropriate in cases where the conduction band
has a pronounced minimum as a function of wave vec-
tor; reasonable for the case of LiH [31]. The change in
band gap as a function of pressure was measured previ-
ously [32], and below 1 GPa is increasing at a rate of
approximately 0.5 meV/GPa. The index variation cal-
culated with this latter approximation is consistent with
the Lorentz-Lorenz trend with a value of 0.5 for the strain
polarizability parameter ⇤0. The LiH indexes calculated
for the three precompressed samples are shown in table
1. Uncertainty is based on the uncertainty in density and
ambient refractive index. Systematic uncertainty in the
approximation for @n/@⇢ is not included.

IV. EXPERIMENTAL DESIGN SIMULATIONS

We have used computer calculations with the HY-
DRA program [34] to aid in the design and interpretation
of the shock EOS experiments. HYDRA simulates the
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TABLE I. Initial pressure of samples precompressed in a diamond anvil cell, and the subsequent e↵ect on the initial density
and index of refraction of LiH and quartz

Shot # P (GPa) LiH ⇢0 (g/cm3.) LiH n Quartz ⇢0 (g/cm3.) Quartz n
66039 0.59(.03) 0.699(.003) 2.022(.007) 2.698(.003) 1.553(.003)
66034 0.72(.03) 0.702(.003) 2.026(.007) 2.689(.003) 1.554(.003)
66486 0.92(.03) 0.705(.003) 2.029(.007) 2.711(.003) 1.556(.003)
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FIG. 5. HYDRA simulations of the pressure profile across a
representative target as a function of position and time.

propagation and absorption of the laser pulses, heating
of the plasma, radiative and conductive energy trans-
port, and hydrodynamics. Most simulations assume one-
dimensional planar geometry, with a multiplier of 0.75 on
the laser intensity, which has been determined by com-
parison to previously published shock velocity data for
quartz/glow-discharge polymer (CH) targets [35]. Two-
dimensional simulations indicate that the transverse laser
intensity distribution and energy transport e↵ects can ac-
count for this multiplier. The HYDRA simulations use
equation-of-state tables to give the pressure and internal
energy as functions of the temperature and density of
the material. The tables have been generated with the
QEOS model [36], including improvements that allow an
EOS to be fitted to experimental Hugoniot, isothermal,
and critical point data [37]. The LiH table was fitted
to Hugoniot data at pressures below 50 GPa [38] and
one data point at 1200 GPa [39]. The electronic prop-
erties of the CH and SiO2 (quartz) tables are based on
the Thomas-Fermi statistical model. The electronic part
of the LiH EOS has been calculated with a more accu-
rate, self-consistent-field ion-in-cell, model [40], using the
PURGATORIO code [41, 42], which calculates the shell
ionization structure.

The simulations produce time- and space-dependent
values for physical properties of the target material, such
as temperature, density, and pressure. The response of a
typical target can be seen in Figure 5, showing pressure
versus time and position. Of particular importance is

the wave reverberation that begins as the initial shock
reflects from the CH/Au interface at 0.5 ns. When this
reflected shock reaches the ablation front at 0.6 ns, the
ensuing expansion causes a release wave to run back into
the sample. The drive laser is on for another nanosecond
so a second shock forms and catches up with the first
shock in the middle of the quartz layer at 1.8 ns. We use
simulations to design the target and drive to avoid the
reverberation landing too near an interface, which results
in an ambiguous measurement.
Simulations have also aided in understanding the de-

gree of preheating of the LiH by x rays generated in the
laser interaction region of the target, which will a↵ect
the initial density and move the measurement away from
the principal Hugoniot. The targets fielded for this ex-
periment contained 2 to 5 µm-thick gold layers between
the CH and quartz to reduce the amount of radiation
reaching the quartz and LiH layers. We find that, at the
highest drive intensities for which analyzable data was
obtained (s70347, I = 4.4x1014 W/cm2), the e↵ect of x
rays is predicted to be extremely small, producing less
than 10�4 eV (1K) temperature rise in the LiH.

V. RESULTS

The Hugoniot state in LiH was determined from the
measurement of velocities of reflecting shock waves in
quartz and LiH. At the interface between them, the pres-
sure and particle velocity in the two materials must be
equal (the impedance-matching constraint), so knowl-
edge of the quartz Hugoniot and the release states corre-
sponding to the measured shock velocity yields the pres-
sure and particle velocity in LiH. The most recent quartz
standard (Hugoniot and release model) [43] was used for
all results presented in this paper. The Hugoniot jump
conditions are then used to calculate all other shock front
variables. We report experimental observables in Table
2. It is important to note that the quartz Hugoniot has
been experimentally constrained only up to shock veloci-
ties of 33 km/s, and the isentropic releases measured from
shock states up to 25 km/s. The highest-pressure mea-
surements reported here are beyond this range and thus
require an extrapolation of the existing quartz standard
(using the functional form from [43]). The analyzed data
will need to be confirmed in the future when the quartz
standard is extended.
In the cases where layers of mineral oil were present

at the impedance-matching interfaces, wave interactions
within the thin layer perturb the velocities at the inter-



5

D
 (µ

m
/n

s)
 

30 

34 

38 

42 

3 3.2 3.4 3.6 3.8 4 

quartz LiH 

gap width (µm): 
0 2 4 

t (ns) 

20 

25 

30 

35 

40 

0 1 2 3 4 5 

t (ns) 

quartz LiH 

gap 

D
 (µ

m
/n

s)
 

FIG. 6. a) Velocities at the quartz-LiH interface with a
micron-scale gap of mineral oil between the surfaces for
shot 72663. HYDRA simulations shown in b) illustrate ex-
pected behavior for 3 di↵erent gap widths. The extrapola-
tion method used to determine velocities for the impedance-
matching analysis is shown in (a) and the uncertainties as-
sociated with this extrapolation are illustrated with the red
boxes

face. HYDRA simulations (Figure 6) indicated that the
late-time velocity trend is not a↵ected by these perturba-
tions and so we extrapolated back the later-time smooth
velocity trend in the LiH through the mineral oil to the
rear surface of the quartz and performed the impedance
matching at the time of the quartz breakout. The uncer-
tainty in this extrapolation contributed to the uncertain-
ties in LiH shock velocities reported in Table 2. Other
sources of experimental uncertainty include an inherent
uncertainty of ±3% of a VISAR fringe shift in the LiH
and quartz velocities, and systematic uncertainties in the
initial density and index of refraction of the quartz and
LiH, and in the quartz reference equation of state.

Stationary optical interfaces between materials in the
target with di↵ering index of refraction (LiH-mineral oil,
mineral oil-quartz) reflect a percentage of the VISAR
light back into the interferometer, appearing as a set
of unshifted ghost fringes superposed over the Doppler-
shifted fringes from the moving shock front. The fringing
data is analyzed by expressing it as a complex wave, and
the ghost fringe removed by subtracting a complex con-
stant that centers the data when plotted as a Lissajous
curve. The quality of centration is diagnosed by plot-
ting the absolute value of the complex fringing wave as a
function of the nonfringing intensity and optimizing the
linearity (details given in [44]).

The measured shock velocity as a function of analyzed
particle velocity (Figure 7) follows an apparently linear
trend over this range. We fit the data with a linear func-
tion: D = a + b(U � c), with c fixed at a value cho-
sen to best diagonalize the covariance matrix. The best
fit yielded a = 31.351 ± 0.226, b = 1.232 ± 0.038, and
c == 21.01.

The temperature (T ) is determined from a comparison
of the intensity (I) of optical emission from the shock
front in LiH and in quartz, and can be expressed using
the relation: T = T0/ln[1 + (1�R)A/I], where T0 is the
spectral response of the system, which was independently

ρ0=0.687(±0.003) g/cm
3

 linear fit

FIG. 7. Experimental data with linear fit to D(U). Data
points from the precompressed measurements are represented
by diamond-shaped symbols.

determined to be 1.91 eV for these measurements, and A
is a calibration constant that varies somewhat depending
on VISAR telescope alignment from shot to shot. R is
the reflectivity of 532-nm VISAR laser light and (1�R)
is the grey-body approximation for the emissivity. For
quartz, the temperature and reflectivity as a function of
shock velocity have been previously calibrated and thus
can be used as absolute references for the measurement in
LiH. The quartz temperature for shock velocities between
10 km/s and 24 km/s was taken from [45], and above 25
km/s from [46]. The reflectivity reference is taken from
shocked silica measurements [45] with functional form
given in [46]. Since the shock velocity in quartz is mea-
sured using VISAR, quartz temperature is known and
can be correlated with the measured SOP counts. Reflec-
tivity is also known and can be correlated with measured
intensity of the reflected VISAR light. The relation can
therefore be inverted to find A, which is then used in the
same relation to determine the LiH temperature, given
the measured SOP counts and VISAR reflectivity from
the reflecting shock in LiH. The presence of ghost fringes,
which in some cases have an intensity up to nearly 60%
of the Doppler-shift fringe intensity, will have an e↵ect on
the inferred reflectivity. The ’vector o↵set’ method [44]
e↵ectively separates and removes the unshifted intensity.
Additionally, since the LiH reflectivity is low, the expres-
sion for temperature is not dominated by the (1 � R)
term, and variations of up to 10% in the reflectivity will
have a < 2% e↵ect on the inferred temperature.
The SOP counts give a continuous time history of the

thermal emission as the shock wave propagates through
the LiH sample. For a decaying shock wave, this will
yield a continuous record of temperature as a function of
shock velocity along the principal Hugoniot. In this case
however, some absorption of visible light in unshocked
LiH between the shock front and the spectrometer results
in an additional time-varying change in reflectivity and
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FIG. 8. a) LiH reflectivity from the shocked/unshocked
LiH interface at 532 nm as a function of shock veloc-
ity, fit with the function described in the text, com-
pared to first principles predictions. b) Tempera-
ture as a function of shock velocity fit with a power
law: T=0.12(±0.31)+0.00019(±0.00029)*U2.70(±0.38)

s . Data
points from prescompressed samples are represented by red
diamond symbols.

emission over the SOP sweep window. Optical absorp-
tion is known to occur in radiation-induced color-centers
in LiH [47], and the energy and width of the LiH im-
purity bands vary based on wavelength and duration of
irradiation (sources as weak as ordinary daylight cause
some F-center formation), and on sample temperature
and thermal history. These e↵ects were not controlled
in the experiment so, to avoid approximations, we deter-
mine the reflectivity and temperature in LiH only imme-
diately after the wave propagates across the quartz-LiH
interface.

As shown in Figure 8(a), the reflectivity from the in-
terface between shocked and unshocked LiH as a func-
tion of shock velocity appears to increase slightly ini-
tially and then reaches a value of 30%, indicating that
ionization has already occurred at the lowest pressure
we measure, and it undergoes little further change up
to the highest pressure. Since our data is relatively
flat and scattered, we use quantum molecular dynamics
(QMD) simulations to help establish a reasonable trend.
QMD calculations were performed with the Quantum
Espresso package [48]. The local density approximation
to the exchange-correlation functional was employed in

all density functional theory (DFT) calculations. In or-
der to keep plane-wave cuto↵s within a reasonable value,
we used norm-conserving Troullier-Martins pseudopoten-
tials [49] to describe both hydrogen and lithium, with
core radii of 0.2 a.u. and 0.45 a.u. respectively. All
electrons were included in the valence space. The simu-
lation cell contained 64 atoms and calculations were per-
formed at the Gamma point using a plane wave cuto↵ of
300 Ry. Thermodynamic properties were corrected for
the finite plane-wave cuto↵ and simulation cell used in
the simulations. To do this, we calculated a density and
temperature dependent correction to the pressure and in-
ternal energy obtained by post-processing several dozen
configurations at each state point with a plane-wave cut-
o↵ of 1000 Ry and a 3x3x3 k-point grid, both of which
were found to be enough to fully converge these quanti-
ties. Optical properties were calculated using the Kubo-
Greenwood formulation [50], by performing excited state
calculations on ⇠16 statistically-independent ionic con-
figurations at every temperature and density. The onset
of metal-like reflectivity, followed by the presence of a
plateau over the shock velocity range of our experiments
is consistent with our measurements.
To calculate the temperature we use a Hill equation fit

to the reflectivity as a function of shock velocity (Figure
8(a), with 1� confidence bands shown), with base and
rate fixed by the QMD trend in this range:

R(D)532 = 0.164 +
30.27(±0.93)� 0.164

1 + ((19.09(±0.86)/D)6.075
(1)

The uncertainty in this fit results in less than 1% un-
certainty in the calculated temperature, shown in Figure
8(b). The noise in the pyrometer signal contributes 1-5%
random uncertainty.
This experimentally-determined pressure and temper-

ature along the principal Hugoniot are plotted in Figure
9 as functions of compression, to allow direct comparison
to measurements performed on other LiH isotopes with
di↵erent initial densities [38, 39, 51, 53].
There is a subtle di↵erence between the sample lo-

cations where the pressure and the temperature mea-
surement are made. The pressure is determined from
the shock velocity immediately after the breakout from
quartz, requiring an extrapolation of the velocity histo-
ries across a sizable mineral-oil gap in some cases. The
temperature however is measured in the LiH just after
the shock wave has entered it, with no extrapolation.
Therefore, to plot the temperatures corresponding to the
experimentally-determined compression states, we fit the
temperature data with a power law (Figure 8b), and the
temperature and uncertainties corresponding to the ex-
perimental compression states are from that model fit.
The high-pressure underground test (UGT) data

shown in Figure 9 from [39, 53] were collected on LiD
and LiH samples. The LiD measurements were made us-
ing Mo and Be as impedance-matching standards and us-
ing the SESAME equation of state tables 2981 and 2020
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TABLE II. Experimental data: Drive intensity, initial LiH density (⇢0); quartz and LiH shock velocities at the interface (D);
LiH particle velocity (U); pressure (P ); density (⇢); compression (⌘) and temperature (T ). Missing temperature measurements
were from shots taken on the Omega-EP laser facility, where the streaked optical pyrometer diagnostic was not available. The
numbers in brackets correspond to one standard deviation.

Drive LiH Quartz LiH LiH LiH LiH LiH LiH
Intensity ⇢0 D D U P ⇢ ⌘ T

Shot # (W/cm2) (g/cm3.) (km/s) (km/s) (km/s) (GPa) (g/cm3.) (eV)
66039a 4.14e14 0.699(.003) 19.2(.3) 24.3(.2) 15.1(.4) 257(6) 1.85(.08) 2.65(.11) 1.06(.05)
16252 4.83e13 0.687(.003) 19.7(.3) 24.6(.3) 15.8(.4) 267(8) 1.90(.11) 2.77(.15)
66034a 4.91e14 0.702(.003) 20.9(.1) 26.1(.2) 16.9(.1) 310(3) 1.98(.04) 2.82(.06) 1.33(.03)
16251 4.81e13 0.687(.003) 21.7(.3) 27.6(.3) 17.7(.4) 336(8) 1.93(.10) 2.81(.14)
66486a 3.18e14 0.705(.003) 22.9(.4) 28.5(.4) 19.0(.5) 384(10) 2.12(.12) 3.00(.18) 1.72(.04)
69550 2.32e14 0.687(.003) 27.5(.3) 35.6(.3) 24.0(.5) 587(12) 2.12(.09) 3.08(.14) 3.07(.08)
72663 2.69e14 0.687(.003) 29.6(.3) 37.7(.3) 26.4(.5) 683(14) 2.29(.11) 3.33(.17) 3.34(.10)
70346 3.73e14 0.687(.003) 33.2(.3) 42.7(.3) 30.2(.5) 885(17) 2.35(.11) 3.42(.16) 5.00(.11)
70336 3.52e14 0.687(.003) 35.2(.4) 45.1(.5) 32.4(.6) 1005(22) 2.44(.15) 3.55(.21) 5.81(.18)
70347 4.42e14 0.687(.003) 36.6(.5) 47.3(.5) 33.8(.8) 1100(27) 2.41(.16) 3.51(.23) 6.59(.28)
a
diamond anvil cell samples

TABLE III. Re-analyzed UGT Hugoniot data from LiD

Standard U (km/s) P (GPa) ⌘
Mo 29.2(.7) 933(35) 3.63(.3)
Be 31(1) 1027(16) 3.93(.45)

for Mo and Be, respectively. We have reanalyzed these
results using more recent equations of state for the stan-
dard materials: tabulated EOS (Mo-LEOS-420 and Be-
LEOS-40), which better fit experimental data not avail-
able at the time these measurements were performed (i.e.
[54], [55]). We obtain new values of U , P and ⌘=⇢0/⇢
reported in Table 3. In the LiH experiment [39] the au-
thors used a carbon standard and the SESAME 7831 to
interpret the data. This table fits well recent data on
C from [56] and [57], so we show the original result in
Figure 9.

There is excellent agreement between the results from
this work and the Z machine study (and, within the error
bars, with the underground test measurements), indicat-
ing that the di↵ering time scales do not cause a system-
atic discrepancy in the results.

Several di↵erent model predictions for the principal
Hugoniot are also compared to the experimental data
in Figure 9. The EOS models are based on a three-
component free energy consisting of a zero-temperature
cold curve, an ion-thermal component (describing the
zero point and thermal motion of the ions), and an
electron-thermal component (describing the thermal ex-
citation of electrons from the ground state). The models
shown di↵er primarily in their treatment of the electron-
thermal component and are grouped accordingly. LEOS
2043 uses an average-atom DFT (Purgatorio [42]) de-
scription of the electron-thermal component, and is fit to
a wide-ranging set of ab inito data from QMD (a subset
of which is shown here) and path integral Monte Carlo
simulations (details will be part of a future publication),
and experimental data sets including this data, the data

from the Z-machine [51], and lower pressure measure-
ments, including porous Hugoniots [38] and isotherms
[13]. The SESAME models use a Thomas-Fermi-Dirac
average-atom model for the electron-thermal component.
SESAME 7360 is built on a combination of experimen-
tal data at low pressure and ab initio molecular dynamics
simulations of the Hugoniot in the pressure regime of this
study, as described in [58]. The two recent LEOS and
SESAME models yield nearly identical results for the
pressure-density Hugoniot (not surprisingly, since they
are fit to very similar ab initio data). SESAME 7247
uses essentially the same models for the cold curve and
electron-thermal components as SESAME 7360, but for
SESAME 7360 the ion-thermal component was corrected
to include a density-dependence to the thermodynamic
Grüneisen parameter � [62] (the LEOS models also con-
tain a density-dependent Grüneisen term). The older
LEOS 2040 model uses an ion-sphere (Thomas-Fermi)
approximation to the electron thermal component, which
excludes all atomic shell-structure e↵ects.
The experimental measurements provide clear evi-

dence for the validity of the average-atom-based equa-
tion of state models for LiH, compared to the ion-sphere
model, over this range, and suggest that the Grüneisen
parameter has a density dependence.
For a subset of the shots, the decaying shock wave

in the LiH hit a second quartz window, resulting in a
shock in the quartz and a reshock back into the lower-
impedance LiH. We can use this data to put additional
constraints on EOS models, in an o↵-Hugoniot regime
where experimental data are even sparser. In figure 10,
we compare the experimental shock velocities with those
predicted by LEOS 2043 (scaled to the 6LiH isotope),
generated by impedance matching the series of LEOS
2043 second-shock states with the experimental quartz
Hugoniot. Within the uncertainty (which is really the un-
certainty in the experimental quartz Hugoniot extrapola-
tion), the model accurately describes these o↵-Hugoniot
states as well.
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FIG. 9. Experimental results compared to previous measure-
ments from the Z machine [51], from gas guns [38] and from
underground tests [39, 53]; theoretical predictions from QMD
(this work, in close agreement with [51, 52, 58] and density
functional theory [59]; and tabulated equation of state models
[58, 61]. Precompressed data points are shown as diamond-
shaped red symbols

FIG. 10. Measured shock velocities at the second LiH-quartz
interface, compared to the LEOS 2043 model prediction. The
LEOS table has been scaled in density to describe the 6LiH
isotope. The line width represents uncertainty in the experi-
mental quartz Hugoniot.

γ

FIG. 11. Grüneisen parameter calculated from the energy
di↵erence between second-shock states and states at a corre-
sponding density on the 300 K isotherm. The data is com-
pared to model LEOS 2043 (isotopically scaled), and to sev-
eral analytical models (t=0 [60], t=1 [61], t=3 [62], described
in the text).

The LiH single-shocked state at the interface
(P1, U1, ⇢1), which is decayed after traversing the LiH
sample, can be calculated from the measured shock ve-
locity (D1) and the experimental equation of state (Fig-
ure 7). The pressure (P2) and particle velocity (U2) of
the reshock state are known from impedance-matching
with the quartz window, and thus determined from the
measurement of the quartz shock velocity and the known
quartz equation of state. The remaining EOS parameters
for the reshocked LiH (⇢2, D2) are determined from the
mass and momentum Hugoniot jump conditions:

⇢2(D2 � U2) = ⇢1(D2 � U1), (2)

P2 � P1 = ⇢1(D2 � U1)(U2 � U1). (3)

Results are reported in Table 4. Measurements on the
Z machine also probed the set of second-shock Hugo-
niot states impedance-matched to quartz and are in good
agreement.
One can calculate a Grüneisen parameter (assumed to

depend on density only) relative to a reference state (ER,
PR) on an isentropic equation of state, using the Hugo-
niot jump condition for the first and second shocks:

E1 � E0 =
1

2
(P1 + P0)(

1

⇢0
� 1

⇢1
) (4)

E2 � E1 =
1

2
(P2 + P1)(

1

⇢1
� 1

⇢2
) (5)

and a Mie-Grüneisen equation of state:

E2 � ER =
V

�
(P2 � PR). (6)

We approximate the isentrope by the room temperature
isotherm, extrapolated to high densities using the Vinet
equation of state:
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TABLE IV. Double-shock data: measured shock velocities at the second LiH-quartz interface (LiH D1 and Quartz D), and
second-shock Hugoniot state (LiH P2, ⇢2) from impedance-matching with quartz. LiH � calculated based on comparison to a
reference state on the cold curve.
Shot # LiH D1 (km/s) Quartz D (km/s) LiH P1 LiH ⇢1 (g/cm3.) LiH P2 (GPa) LiH ⇢2 (g/cm3.) LiH �
72663 29.3(.3) 21.4(.3) 389(10) 2.02(.04) 730(24) 2.69(.24) 0.73(.25)
70346 36.0(.4) 26.1(.4) 613(16) 2.21(.05) 1155(40) 3.00(.30) 0.71(.21)
70336 36.5(.6) 26.3(.4) 632(24) 2.22(.05) 1175(41) 3.09(.41) 0.65(.24)
70347 39.1(.4) 28.2(.4) 733(15) 2.28(.05) 1376(44) 3.16(.31) 0.67(.18)

ER�E0 =
2B0

⇢0K2
{2�[5+3(XK�B

0

0)]e
(� 3

2K(X�1))} (7)

with K = (B
0

0 � 1) and X = (⇢0/⇢2)1/3. B0 and B
0

0, the
bulk modulus and pressure derivative of the bulk mod-
ulus, were taken from [13] (extrapolated above 3.1-fold
compression, which is the limit of the experimental data).
The derived second-shock states and Grüneisen parame-
ter are shown in Table 4 and Figure 10. A Monte Carlo
method is used to propagate the uncertainties in shock
velocity measurement and in the quartz and LiH single-
shock EOS fitting parameters to the final pressure, den-
sity and Grüneisen parameter associated with the second
shock state. The Grüneisen parameter is compared with
an analytical model for the density dependence, formu-
lated in [63]:

� =
B

0
/2� 1/6� t/3(1� P/3B)

1� 2tP/3B
(8)

where P is the pressure on the cold curve (approxi-
mated by the 300 K isotherm, previously measured up
to a compression of 3.1 [13]). B = �V dP/dV and
B

0
= (dB/dV )/(dP/dV ) are also calculated based on

the Vinet equation of state from [13]. The value for t
is suggested to be an increasing function of density [63].
Our data are too sparse to constrain the density depen-
dence of t, but over the range of the double-shocked data,
they are most consistent with the case of t = 0, the Slater
form [64]. The Grüneisen parameter used for LEOS 2043,
which is an adjustable parameter in the formulation, is
also in good agreement with the experimental data. The
choice of Grüneisen parameter and its density depen-
dence can have a significant e↵ect on the EOS, as shown
in [58, 67]. The more recent SESAME EOS tables for
LiD were formulated with the assumption that �0 ⇠ 1,
and decreases slowly towards a limiting value of 2/3 as
⇢ ! 1 [67]. This data confirms the validity of a density-
dependent Grüneisen parameter and suggests that the

limit is lower than 2/3, consistent with multiple theoreti-
cal predictions for the limiting state of a solid as 1/2 [59,
and references therein].

VI. CONCLUSIONS

Measurements of the pressure, density, temperature
and single-wavelength reflectivity along the principal
Hugoniot have been extended to 1100 GPa and on a
second-shock Hugoniot state up to 1376 GPa and near
5-fold compression. Reflectivity measurements are con-
sistent with earlier findings [68] that Li has partially
ionized by 2.5-fold compression, and the lack of further
increase in reflectivity up to 3.5-fold compression indi-
cates that the inner Li and H electronic shells remain
intact. The ab initio data are in good agreement with
experimental results and thus the average-atom Purga-
torio and SESAME EOS models, which are fit to those
data, are found to accurately describe the shock com-
pressibility over this regime, while the Thomas-Fermi
model is found to be too sti↵. Double-shock data give
additional confidence in the average atom models. The
Grüneisen parameter, calculated using a Mie-Grüneisen
formalism and based on experimental measurements of
the cold curve (extrapolated to higher pressures) and the
second-shock Hugoniot measurements, suggest a density-
dependent Grüneisen parameter in the Slater form.
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