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FIGURE 1. Streak camera VISAR interferogram data, before (a) and after (b) correction for uneven illumination intensity profile
along slit (Y-direction), deduced from data by method of projections (so that it is not confused by mixture of nonfringing and
fringing components). Bright spots in uncorrected data at X⇠600, Y⇠30 are due to speckle nature of laser illumination. Deduced
profile (c) is used to divide interferogram to produce (b), and blue curve of (d). This yields a more accurate fringe phase history.
Shot s52238 by Ray Smith.
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FIGURE 2. The algorithm iterates between column-by-column and row-by-row processing. The col-by-col processing finds the
time-dependence of the nonfringing NF(t) (e), and two fringing (d) templates Re W(t) and Imag W(t), which is also the science
results. The row-by-row processing finds how much of each of three templates resides in a given horizontal lineout (b), for each Y.
The amount of NF vs Y measures the intensity spatial variation Slit(y), and the polar angle of W(t) measures the phase �(y).

Two	styles	of	analysis,	by	columns,	or	by	rows

Column

Row (Spa9ally	resolved;	
Same	as	point-VISAR	
analysis)(averages	over	spa9al	

dimension	Y)

Y
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Traditional col-by-col Fourier method ill-suited for 
high spatial resolution, due to uncertainty principle 
and use of fringes deliberately splayed along Y

We optimize a row-by-row method toward achieving a 
spatial resolution FINER than one fringe along Y.  We 
achieve good results with real data and synthetic 
data.
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FIGURE 1. (FigS35) (Left) A reason for using row-by-row approach is fluctuations in the illumination along the slit direction (Y),
such as caused by laser speckle. (Omega shot s52238 by Ray Smith.) Each row has its gain adjusted to normalize the intensity.
(Right upper) another reason is where the shock arrival is a function of Y-position along the target (NIF shot N110524). The phase
map (right lower) resulting from our method accurately senses the tilted arrival time.

SpaEally	dependent	physics
(e.g.	load,	sample	granularity)

Amy	Lazicki	NIF	shot	N170227

Results	of	algorithm:	2D	velocity	map

Bias	Elt	removed With	bias	Elt

SpaEal	variaEon	of	shocked	phase	confirmed

Results	of	algorithm:	2D	velocity	map

Bias	Elt	removed With	bias	Elt

SpaEal	variaEon	of	shocked	phase	confirmedFIGURE 2. (FigS615) (Left) Example interferogram where the phase of the post-shock fringe (after x > 600 pixel) varies versus
Y about 0.1 cycle across target, perhaps due to uneven shock loading. (NIF shot N170227 taken by Amy Lazicki.) (Mid) The
2D phase map by our algorithm, after bias phase tilt removed. (Right) Column lineout of the latter at a time of about 715 pixels
showing a phase gradient.

fluctuations, such as due to the coherence of the laser light, called speckle. These can distort the perceived phase, either
positively or negatively depending on which side of the bias fringe an intensity variations overlaps. Figure 1(left) is
an example of data having illumination fluctuation. Secondly, the material properties of the target may be spatially
varying due to grains, or an uneven shock loading could cause the shock arrival time to vary with Y, as in Fig. 1(right),
or shock intensity as in Fig. 2.

However, the popular column-by-column Fourier or sine fitting method is not well suited for a localized Y
analysis in the presence of these irregularities. Due to the uncertainty principle, as the number of cycles of bias periods
used in the column decreases, the broader is the peaks in frequency space. This increases the entanglement between
the science signal near the bias frequency and noises contributed by illumination variation (or target granularity etc.)
located at zero frequency but having width that may extend past the bias frequency.

While no mathematical technique can escape the reciprocal relationship between Y-spatial extent and broadness
in frequency space, for extremely localized Y, such as smaller than a bias period, the concept of a “frequency” may
be less useful.

Method and Results

Better Spatial Resolution

Previously we had assumed that the row-to-row phase step interval should not be smaller than 90�, (which we call
the full-wave configuration). However, surprisingly, we have obtained successful results using about only 30�, called
a sub-wave configuration, so that the four or five row spatial footprint is about 1/4 to 1/3 of a wave, rather than the
3/4 to 1 wave used in prior push-pull methods, although this increases some types of noise. We have also found that
adding a 5th row and averaging it with the first row (see page 210 of Hariharan[12]) significantly improves the result
by making it more accurate to changes in apparent phase step due to spatially dependent physics. It also makes the
Lissajous less oblique which reduces the noise.

New:	“sub-wave”	analysis	produces	beger	spaEal	
resoluEon	than	usual	“full-wave”	

Sub-wave	
uses	<	90	degree
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IlluminaEon	and	“physics”	noise	may	decrease,	though,	since	it	
is	common	to	all	four	Sn	and	self	cancels
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Uncorrected	Lissajous
Lissajous	more	circular	
a2er	row-gains	adjusted

Example of (~1/3) sub-wave on NIF data

Slit	illum	noise	freqs	similar	to	science	frequencies

SyntheEc	data	included	"speckle	noise"	or	
variaEon	in	slit	illuminaEon

(can’t	simply	filter	it	away)

Post-shock	(red)	has	different	apparent	period	than	
pre-shock	(green)	due	to	Y-dependent	physics

Input:	Synth	dataOutput:	fringesOutput:	phase

Simula3on	result

6	pix	row	spread	used
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FIG. 6. The e�ect of non-optimal gain parameters is shown
on simulated data. Optimal parameters (solid curve) produce
the most circular Lissajous, ⇤F vs ⇥F (top), and most linear
magnitude |F | vs intensity I (bottom). Non-optimal param-
eters produce dashed curves.

B. Magnitude vs intensity diagnostic

Often I(x, y) varies strongly due to targe features or

laser speckle. If the lineout for the Lissajous only covers

one half to a few cycles of phase range, then the legiti-

mate Lissajous shape may be noncircular due to natural

variations in I. This may fool the user who is trying to

center this lopsided shape.

In this case it is useful to plot magnitude |F | vs inten-
sity I, and adjust the gains and o�sets to maximize the

linearity (allowing for any horizontal o�set due to inco-

herent intensity contributions Cn, which contributes to I
but not |F |). Figure 6b shows with simulated data how

non-optimal gains causes the magnitude vs intensity plot

to become nonlinear.

These magnitude vs intensity plots are linear because

the cosine term in Eq. 1 is multiplied by I(x, y)⇥, which
sets the magnitude |F (x, y)|. Hence the slope of these

plots is ⇥, for quadrature phase. For non-quadrature

phase it di�ers from this; the obliquity transformation

alters apparent average |F |, and hence the slope, by

roughly ⇤ (gq + 1)/2, (and more exactly 0.68 for the

gq=0.55 of the example data).

The magnitude vs intensity plots are also useful for

traditional (time dependent) VISAR data analysis. We

have written an algorithm that automatically finds the

optimal push-pull gains using linearity of this plot as a

quality indicator, in a feedback loop. We have observed

sudden changes in the slope of this plot after a shock

event, and interpret this to be consistent with the change

in texture of a shocked sample, which can a�ect spatial

coherence.
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FIG. 7. Confirmation for this shot that a single choice of
push-pull gain parameters works for the entire image, since
the Lissajous plots (right column) remain circular and the
|F | vs I plots (left column) remain linear in three di�erent
locations on the image. The Lissajous describe horizontal
lineouts at Y=700, 1000, and 1700, where X varies from 500
to 1600. The dashed line is guide for eyes, same in each plot.
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FIG. 8. In a successful push-pull analysis the phase � varia-
tions (top) are independent of magnitude |F | variations, and
the magnitude and intensity I variations are similar to each
other (bottom). Data from a horizontal line 10 pixels wide
at Y=1000 for X from 500 to 1600. Bias slope in phase has
not yet been removed. Bumps in phase are valid signal, not
noise. The Lissajous and magnitude vs intensity plots associ-
ated with this lineout are in Fig. 7, middle.

this	linearizes	the	Mag	vs	
Inten

Mag	vs	inten	plot	is	key	
litmus	test	for	centra<on

Individual row gains are adjusted.  Data is corrected 
when Lissajous is circular, or more precisely, when 
Mag vs Inten plot is linear

Mag vs Inten is linear only when EVERY type of 
distortion (of at least four modes) is zero.  Hence it is 
a good litmus test.

Image Sciences (CASIS) Workshop 2017

The rainbow (subwave) phase vs time curve parallels the black curve 
(fullwave) in right panel set, indicating success
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